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The physics of wetting transitions �stability of fluid films adsorbed at planar substrates� is reassessed in the
context of the original theory of wetting known as Frumkin-Derjaguin theory �A. Frumkin, Zh. Fiz. Khim. 12,
337 �1938��. In particular, the Russian School classify wetting phenomena in terms of the mean-field disjoining
pressure. The integral of the mean-field disjoining pressure, with respect to film thickness, defines the interface
potential accessible from density-functional theory �DFT�. For wall-fluid models �substrate defined as an
external field�, the exact disjoining pressure of an adsorbed film can be expressed as a one-body sum rule. One
of the aims of this work is to verify the internal consistency of the statistical thermodynamics of Frumkin-
Derjaguin theory, by direct evaluation of the disjoining pressure sum rule, using DFT. For short-range models,
the form of the interface potential �and hence disjoining pressure� is directly obtainable from liquid-state
asymptotics. The second aim of this work is to verify from DFT that for standard short-range models there are
three qualitatively different regimes, arising from competition between the correlation lengths predicted by
asymptotic theory. A variety of related issues are also considered, including �i� crossover between the various
regimes, �ii� incorporation of capillary-wave fluctuations �beyond mean-field�, and �iii� qualitative changes
induced by power-law dispersion interactions and the related prediction of two-stage wetting.
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I. INTRODUCTION

The exposure of a surface, for example a planar solid
substrate, to a gas or liquid mixture invariably leads to ad-
sorption of some of the fluid molecules onto the substrate
surface. If this adsorption is significant, then the phenom-
enon is termed wetting. Complete wetting denotes the equi-
librium growth of a macroscopically thick film at a semi-
infinite planar substrate. Conversely, when a thick film
placed on a substrate is thermodynamically metastable or
unstable, one has partial wetting. Wetting phenomena are
ubiquitous in the physical world. Essentially, every system
that is capable of displaying two-phase coexistence will yield
some class of wetting phenomena when placed in contact
with a substrate, and both natural and technological pro-
cesses are often significantly affected by wetting properties
such as flotation, cleaning, painting, spraying, printing, dry-
ing, adhesion, lubrication.

Thermodynamic transitions between partial and complete
wetting are examples of interfacial phase transitions. In gen-
erality we can consider the substrate to be a phase S in equi-
librium with a bulk phase B, with any tendency to wetting
consisting of the formation of an incipient phase of film F at
the interface between S and B. Complete wetting, if it exists,
must occur at two-phase coexistence between B and a mac-
roscopic phase of F. The basic wetting phase diagram there-
fore consists of three thermodynamic fields, two of which
�say, temperature T and film chemical potential �� define the
bulk phase diagram for coexistence between B and F while
the third is some interfacial field �W that quantifies the affin-
ity of film molecules for physical adsorption onto the surface
�typically �W would denote or be some measure of a potential
energy of attraction at the minimum in the interaction be-
tween a film molecule and the substrate�. The important or-
der parameter is the adsorption � or equivalently the film
thickness �, which is conjugate to the field �. For a given

temperature and substrate, the presence and nature of any
interfacial wetting transition would show up in a plot of �
versus � �known as an adsorption isotherm� or alternatively
in a plot of the interfacial free energy �surface tension �SB�
versus 1/�. Repeating this process for all temperatures at
which bulk BF coexistence arises and for a variety of �W
values appropriate to physically relevant substrates �for ex-
ample, spanning hydrophobic to hydrophilic substrates�
would generate a wetting phase diagram. From such a dia-
gram one could read off the presence and stability of film
formation F at an interface between phase B placed in con-
tact with any substrate S, governed by the existence of bulk
or incipient BF coexistence. It should also be stressed that
interfacial geometry alters the nature of the wetting phase
diagram; for example, complete wetting is suppressed on the
outside of curved substrates, but enhanced within wedge-
shaped geometries �filling�. In porous media, wetting phe-
nomena are often superseded by capillary condensation �the
shift in BF coexistence at finite pore width�.

The physics of wetting as a class of interfacial phase tran-
sitions has a longer and more distinguished history than has
sometimes been appreciated. Recently, we have seen the
200th anniversary of Young’s equation �1�

�LV cos � = �SV − �SL �1�

that expresses mechanical stability in the plane of a flat rigid
substrate that has had a drop of excess liquid placed on it.
Outside the nanoscopic range of the direct influence of the
substrate field, the drop possesses a shape defined by the
contact angle �. The liquid L and vapor V phases are at, or
rather arbitrarily close to, bulk two-phase coexistence, and so
�=0 corresponds to complete wetting. A wetting transition at
liquid-vapor coexistence corresponds to a continuous change
of � from a finite value �partial wetting� to zero. If the rate of
change of cos � changes discontinuously at the wetting tran-
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sition, then the transition is first-order, i.e., �SV�cos � is the
thermodynamic potential, or free energy, that controls this
transition. If a series of different substrates were used to
generate a change of behavior from partial wetting to com-
plete wetting, then one would be inducing a wetting transi-
tion through variation of the field �W. In recent decades, a
well-controlled experimental method for carrying out such a
procedure has become available due to self-assembled mono-
layers �2�. Earlier work had been based on inducing wetting
transitions at liquid-fluid interfaces, using temperature or the
adsorption of another component to change the effective �W
�3�. An even earlier procedure, still in wide use in industrial
laboratories, is to vary the adsorbed fluid within a homolo-
gous �or carefully selected� series, while keeping the sub-
strate fixed �4�. Since the wetting transition is controlled by
the relative value of �W to the fluid-fluid attractive interaction
strength, this procedure effectively alters �W without the need
for surface chemistry �5�.

The statistical thermodynamics of wetting transitions was
founded almost 70 years ago by Frumkin �6� and combined
with the concept of the disjoining pressure introduced even
earlier by Derjaguin in the same context �7� and in the con-
text of adsorption in porous media �8,9�. The Frumkin-
Derjaguin theory of wetting can be regarded as the direct
generalization of van der Waals’s molecular theory of bulk
phase transitions to interfacial phase transitions. This seminal
work by the Russian School was used as the thermodynamic
basis of the famous analysis of Dzyaloshinskii, Lifshitz, and
Pitaevskii �DLP�, who used a generalized version of Lifshitz
theory to directly calculate the dispersion interaction contri-
bution to the disjoining pressure and hence allow for explicit
implementation of the Frumkin-Derjaguin statistical-
thermodynamic definition of wetting transitions �10,11�. Un-
fortunately, the significance of wetting physics was not
widely appreciated until 1977, with the independent work of
Cahn �12� and Ebner and Saam �13�, by which time the
relevance of Frumkin-Derjaguin theory had largely been for-
gotten outside of the colloid and interface science commu-
nity �14�.

One purpose of this work is to emphasize the relevance of
Frumkin-Derjaguin theory to our modern understanding of
wetting transitions �Sec. II�. Section III uses classical
density-functional theory �DFT �13,15�� to directly calculate
the disjoining pressure and thus enable us to confirm the
physics of Frumkin-Derjaguin theory, at least in mean field.
The second main purpose of this paper is to use DFT data to
reassess the asymptotic analysis of the interface potential
�the negative of the integral with respect to film thickness of
the disjoining pressure� that generates phenomenological
theories of wetting based on interface Hamiltonians �16,17�.
Interestingly, a key component of the interface potential
arises from structural �oscillatory� correlations that were also
identified by a Russian group �18–20� and then largely ig-
nored �but see �21��. For finite-range interaction models, the
asymptotic analysis of fluid correlations has been carried out
explicitly �21–23� and so can be applied to generate the form
of the interface potential for direct comparison with DFT.
The final section �Sec. IV� considers implications and gener-
alizations of the statistical-thermodynamic route to wetting.
For example, one can implement a simple version of the

linear renormalization-group �LRG� approach �24� to di-
rectly renormalize the disjoining pressure, thereby incorpo-
rating capillary-wave fluctuations �at least outside of the
strong fluctuation regime of critical wetting�. Even without
including fluctuations, the variety of contrasting correlation
lengths that arise from the asymptotic analysis lead to inter-
esting crossover effects. Ironically, one conclusion is that
perhaps the only general aspect of the physics of wetting that
is not well-understood in this context concerns the incorpo-
ration of dispersion interactions, as originally highlighted by
a strong warning from DLP. In essence, it is not easy to
consistently include power-law correlations in the same con-
text as an asymptotic analysis of correlations induced by
short-range forces.

II. DISJOINING PRESSURE

Frumkin’s seminal paper in 1938 was directly concerned
with the adhesion of bubbles to surfaces, modeled as a film
of fluid at a substrate-gas interface �6�. Of crucial concern to
this subject is the stability of the fluid film as a function of its
thickness. To avoid excessive generality, let us hereafter refer
to Frumkin’s analysis with language appropriate to the ad-
sorption of a liquid film at a solid-gas interface, as is readily
treated with DFT and directly relevant to Young’s equation.
The term saturation will then denote that the gas phase
would be in thermodynamic equilibrium with a macroscopic
amount of liquid �i.e., the system is at bulk liquid-vapor co-
existence but nucleation of bulk liquid has not taken place�.
We shall also implicitly assume that oversaturated gas can
exist in the absence of bulk liquid, whenever required to
enable the system to traverse a van der Waals loop within,
for example, an adsorption isotherm.

Frumkin basis his analysis on the thermodynamic free en-
ergy of the liquid film; i.e., the interfacial excess Grand po-
tential of the adsorbed phase, per unit surface area. Let us
write this free energy, or surface tension, as �SV, which is
especially appropriate to DFT �where the solid is modeled as
an external field�. This free energy can be regarded as a
function purely of the thermodynamic fields that define the
all-field phase diagram of wetting phenomena, i.e.,
�SV�T ,� ,�W�. By restricting consideration to specific iso-
therms involving a specified substrate, one can suppress the
field variables T and �W �this is the meaning of the partial
derivatives appearing in Eqs. �4�–�8� below�. The order pa-
rameter conjugate to the field � is the adsorption

�
0

�

dz���z� − �� � 	�� . �2�

Here, the notation on the left side is appropriate to a planar
wall-fluid model, with the plane of infinite wall-fluid poten-
tial energy lying at z=0. The density profile ��z� is the num-
ber density of adsorbed fluid at a distance z from the wall.
The right side of Eq. �2� introduces an effective film thick-
ness � �at least for films thicker than a molecular size�; 	�
��L−�V is a constant defined by the coexisting densities at
saturation �i.e., at �=�sat�. A transformation from the field �
to the order parameter � is just the usual transformation be-
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tween the Grand ensemble and the canonical ensemble,

�SV��� = f��� − �	�� , �3�

where f��� denotes the interfacial excess Helmholtz free en-
ergy per unit area. Accordingly, the above statistical thermo-
dynamics yields the second law of thermodynamics in two
equivalent forms,

��SV��� = − 	�� � � , �4�

� f��� = �	� � � . �5�

Frumkin-Derjaguin theory is typically expressed via the in-
troduction of an interface potential V��� and the negative of
its derivative, the disjoining pressure 
���, corresponding to
a fixed chemical potential �o,

V��;�o� � f��� − �o	� � , �6�


��� � −
�V���

��
. �7�

These functions represent the free energy of metastable or
even unstable planar films, except for the value of � corre-
sponding to the absolute minimum of V���, where the inter-
face potential equals the equilibrium surface tension �SV��o�.
In the vicinity of a first-order interfacial phase transition,
V��� develops a second minimum and 
��� acquires a van
der Waals “loop.” Direct use of these functions constitutes a
mean-field theory, since at and below the upper critical di-
mension �d=3 in the case of interfacial phase transitions of
short-range models �16�� V��� is renormalized by long-
wavelength capillary-wave fluctuations away from planarity
�see Sec. IV below�. The Russian School summarizes the
above statistical thermodynamics with the following trans-
formation of the second law:

�SV = V + �
, � V = − 
 � �, � �SV = � � 
 . �8�

Note also that by construction


��� = ��o − �����	� , �9�

so that one can read off the disjoining pressure, for any cho-
sen �o, directly from an experimental adsorption isotherm: �
versus � and hence ����. There are two equivalent ap-
proaches to applying Frumkin-Derjaguin theory in practice,
for example in DFT. Frumkin emphasizes plots of the free
energy versus the inverse of the order parameter, i.e., plots of
�SV versus 1/�. Derjaguin and DLP prefer plots of the field
versus its conjugate order parameter: ���� or equivalently
adsorption isotherms ����. In either case, a first-order phase
transition would appear as a van der Waals loop associated
with an equal-area Maxwell construction. It is a trivial matter
to confirm from Eq. �8� that the equal area constructions
represent equality of chemical potential �or 
� and equality
of Grand potential �or V� at thermodynamic equilibrium, re-
spectively �25�. In the absence of first-order phase transi-
tions, every chosen value of �o��sat corresponds exclu-
sively to an equilibrium system ��o=���=�o��.

In the following section, I shall use DFT to provide an
explicit demonstration of Frumkin-Derjaguin theory applied

to first-order wetting transitions. Being a mean-field theory,
DFT is well-suited to this task, although some numerical
issues do arise that require careful attention. Why then was
the early work of the Russian School not widely used in
previous DFT studies of wetting phenomena? The answer to
this question lies partly in the lack of appreciation that
Frumkin-Derjaguin theory was actually being invoked. In
addition, the concept of a disjoining pressure applied to a
planar semi-infinite film did not appear to be nearly as
straightforward as when applied to the adsorption of fluids in
porous media. In the latter case, the width of the pore acts as
an additional thermodynamic field whose conjugate order pa-
rameter is the disjoining pressure. It is much more daunting
to grasp the nature of the physical process that controls this
pressure in the context of wetting phenomena, as one imag-
ines the thickness of adsorbed films varying through meta-
stable and unstable thermodynamic states. For the present
author, the required understanding has come through the con-
sideration of fluids adsorbed on structured substrates, in par-
ticular within linear triangular wedges �26–28�. This statisti-
cal mechanics equates Derjaguin’s disjoining pressure with
the force per unit area exerted on the adsorbed fluid by the
substrate; for a planar wall-fluid model defined by an exter-
nal field vext�z� this yields the obvious formula �see also
�29��


��� = − �
−�

�

dz���z;�� − ���z��vext��z� , �10�

where ��z ;�� is the density profile of an adsorbed film of
thickness � and ���z� denotes the limit of a macroscopically
thick film; i.e., the wall-liquid density profile �30�. Of course,
this force is precisely what DLP calculated from generalized
Lifshitz theory, or rather they calculated the dispersion inter-
action contribution to it. In 1978, Derjaguin and Churaev
recognized that the direct use of statistical mechanics by
DLP to evaluate the disjoining pressure of an adsorbed film
was an important conceptual advance �31�. The Russian
School expressed this force in terms of the normal compo-
nent of a pressure tensor �32�, which by Newton’s third law
must generate a result equivalent to Eq. �10�. Of special in-
terest to wetting phenomena is the recent proof that the inte-
gral of the disjoining pressure along a substrate containing an
adsorbed drop generates an expression of force balance nor-
mal to the substrate that must be the direct analogue of
Young’s equation �1�. Namely �26�,

�LVsin � = − �
−

+

dx
�x� , �11�

where the variable x runs along the substrate over an interval
−, + spanning the three-phase contact line formed by the
liquid-vapor interface at its intersection with the planar sub-
strate. In fact, this exact sum rule can be directly related to
Frumkin-Derjaguin theory applied to the spreading pressure
�27�. Modern DFT is fully consistent with sum rules of the
class �10�, which can be reexpressed in terms of the gradient
of the one-body direct correlation function �33�. Thus, given
also that a specific DFT is defined exclusively by a choice of
free-energy functional and hence interface potential, it fol-
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lows that one should expect DFT to be completely consistent
with the entire statistical-thermodynamic structure of
Frumkin-Derjaguin theory.

III. DENSITY-FUNCTIONAL THEORY AND ASYMPTOTIC
ANALYSIS

Classical DFT can be used to carry out a Frumkin-
Derjaguin analysis of wetting transitions in any of the three
equivalent statistical-thermodynamic approaches summa-
rized in Eq. �8�, provided one has access to metastable and
unstable regions of phase space. In particular, DFT provides
the minimum free-energy �i.e., solid-vapor surface tensions�
and adsorption �film thickness� as a function of chemical
potential. A plot of minimum free-energy versus inverse film
thickness would yield a Frumkin analysis �analogous to a
pressure versus volume isotherm of a bulk phase transition�,
while plotting chemical potential versus film thickness would
be a Derjaguin analysis �analogous to a chemical potential
versus density isotherm of a bulk transition�. In practice, the
overwhelmingly popular choice has been to calculate the in-
terface potential as a function of film thickness �analogous to
a Landau theory of a bulk phase transition�. Experimentally,
a Frumkin analysis is most appropriate to wetting at fluid
substrates, since solid-fluid surface tensions are rarely acces-
sible. In contrast, Derjaguin stressed that chemical potential
differences can be expressed as pressure differences, which
are experimentally accessible at solid-fluid interfaces �8�.
Due to sum rule �10�, one should be able to use DFT to carry
out a Derjaguin analysis directly in terms of the disjoining
pressure 
���, which could then be compared with the de-
rivative of V��� obtained from the free-energy functional.
This self-consistency test will be our first important task. We
shall then ask what consequences must follow for the physi-
cal interpretation of an interface potential.

The interface potential V��� is the surface excess Grand
potential per unit area of an adsorbed film of thickness �, as
defined directly by the Grand potential of a density-
functional theory. For a specific choice of chemical potential
�o there is a unique value of � for which this potential is the
free energy of an equilibrium film, except at a first-order
wetting transition where there will be two equal minima. At
any other value of the chemical potential this thickness must
correspond to a nonequilibrium fluctuation away from the
minimum. The route to calculating V�� ;�o� from DFT is
therefore to partially minimize the surface excess Grand po-
tential for a range of constrained film thicknesses; i.e., sub-
ject to a constraint of fixed adsorption. This constraint en-
sures that the interface potential is a mean-field free energy,
because in the absence of the constraint the film would de-
velop long-wavelength capillary-wave fluctuations away
from planar symmetry. For the same reason, the disjoining
pressure 
��� must also be a mean-field quantity. Of course,
there exist renormalization-group methods for including
fluctuations, to which I shall refer in the discussion. In prac-
tice, it has been noted that standard Picard iteration methods
applied to the minimization of the Grand potential essentially
automatically yield the value of V��� associated with the film
thickness of the initial trial density profile ��z�; i.e., the local

structure of the density profile is rapidly minimized while in
contrast the film thickness drifts slowly toward the global
minimum �34�. Figure 1 shows examples of density profiles
for a system at bulk liquid-vapor coexistence undergoing a
first-order wetting transition. The interface potential is plot-
ted in Fig. 2. The choice of DFT is representative of a func-
tional designed to represent a short-range model, in this ex-
ample, three solid layers of cut and shifted 10-4 potential
make up the substrate and the fluid is cut and shifted 12-6

FIG. 1. Density profiles ��z*��3 where z*�z /� and � is the
fluid-fluid molecular diameter defined by a cut and shifted �at r
=2.5�� 12-6 potential. The substrate wall is composed of three lay-
ers of cut and shifted �at z=2.5�� 10-4 wall; the plane of infinite
repulsive wall-fluid energy lies at z=0. The data belong to a first-
order wetting transition at bulk liquid-vapor coexistence for a tem-
perature of T=0.80Tc. The solid profiles belong to complete wetting
and to the thin molecular film that is in coexistence with complete
wetting, respectively. The dashed profile corresponds to a planar
film lying at the free-energy maximum �the transition state�. The
profiles were obtained from mean-field density-functional theory;
see text.

FIG. 2. Mean-field interface potential V�� /���2 /kBT as a func-
tion of the thickness of adsorbed planar films � /�, for a system
lying close to a first-order wetting transition at bulk liquid-vapor
coexistence; the same system whose density profiles are plotted in
Fig. 1. The symbols denote DFT data; in particular, the point lying
closest to the origin is the true thin-film minimum �see the lowest
profile in Fig. 1� while the highest point lies at the free-energy
maximum �the dashed profile in Fig. 1�. The remaining DFT data
were obtained by enforcing a crossing constraint, to allow for nu-
merical convergence of films that would otherwise be metastable/
unstable; see text. The curve shows the prediction of liquid state
asymptotics, fitted only to the position and height of the maximum;
0.1101 exp�−1.42� /��−0.1258 exp�−1.74� /��.
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�35�. The three density profiles correspond to the molecularly
thin-film minimum and completely wet film �full curves� to-
gether with the transition state lying at the maximum in the
interface potential �dashed curve�. In fact, these three states
are the only ones that can be essentially fully equilibrated
with Picard iteration, without suffering significant global
drift toward the nearest minima in V���. Typically, one ig-
nores this drift by choosing a small number of iterations
when filling in the remainder of the interface potential �not
drawn in Fig. 2�. However, the rapidly varying nature of the
integrand on the right side of sum rule �10� prevents this
simple approach from being applicable to direct calculation
of the disjoining pressure; the result is a highly distorted
disjoining pressure. Instead, one must use a constraint to fix
the film thickness while the free energy is minimized to a
sufficient level. The filled circles in Fig. 2 denote results
obtained with a simple crossing constraint �36�; i.e., the po-
sition of the liquid-vapor interface is identified with the larg-
est value of z at which the density profile of a suitably cho-
sen initial choice crosses the average of the liquid and vapor
densities and this single value is kept fixed throughout the
minimization. This procedure is adequate to achieve suffi-
cient minimization without serious distortion, but could of
course be improved on if desired �37�. The thin-film mini-
mum is the point closest to the origin, which is fully con-
verged in the absence of the crossing constraint �yielding the
lowest density profile in Fig. 1�. This value lies slightly
above the thick-film limiting value �used to define the zero of
the interface potential�, showing that for this choice of T, �W,
and numerical grid, the system lies just beyond the wetting
transition from partial to complete; it is of course not pos-
sible to sit exactly on the transition. The highest point �cor-
responding to the dashed profile in Fig. 1� lies at the maxi-
mum free energy and also converged without requiring a
crossing constraint. The remaining points show DFT data
that converged only when the constraint was applied �apart
from the three thickest films which are only included to il-
lustrate the asymptotic theory discussed below�. It would be
straightforward to repeat these constrained minimizations for
many different choices of constrained film thickness and then
plot a continuous curve for V���. However, nothing more can
be learned from this time-consuming exercise. Instead, let us
attempt to identify the overall shape of the interface potential
from physics; in particular, we can analytically derive the
full line shown in Fig. 2 from asymptotic theory discussed
below. First, however, let us use the crossing constraint DFT
to verify the internal consistency of Frumkin-Derjaguin
theory.

The points plotted in Fig. 3 show values of the disjoining
pressure calculated directly from its definition �10�. From the
relation �7� it follows that the disjoining pressure should be
zero wherever the interface potential passes through a sta-
tionary point. All three zeros �including the large thickness
limit� correspond correctly to the stationary points in Fig. 2
and in addition these are the values which converge without
the crossing constraint. Elsewhere, the points have been con-
verged with the same crossing constraint used to generate
Fig. 2. The direct numerical error is smaller than the size of
the symbols. The finite grid size induces error of the order of
the symbol size, due to the rapidly varying nature of the

integrand on the right of Eq. �10�; in fact, to obtain the true
zero of the disjoining pressure one must subtract off an es-
sentially constant error arising from the finite grid �that is
readily obtained from the thick-film limit�. In addition, the
simple choice of crossing constraint involves a somewhat
larger error, arising from local drift of metastable and un-
stable states toward the nearest minimum, which are not
fully suppressed by the constraint �see above�. Thus, the
agreement between Fig. 2 and 3, expressed by the relation
�7�, is a completely convincing demonstration of the internal
statistical mechanical consistency of Frumkin-Derjaguin
theory of first-order wetting transitions. In particular, the full
line in Fig. 3 shows the analytic asymptotic theory described
below; the straight lines are just a guide to the eye. Note also
that because the system lies very close to a first-order wetting
transition, the disjoining pressure displays an equal area
Maxwell construction, between the first zero and the thick-
film limit. Applying this statistical thermodynamics to the
partial wetting regime at saturation, the equivalent construc-
tion reduces to probably the most well-known expression
from Frumkin-Derjaguin theory �8�,

− �
�o

�

d�
��� = V��� − V��� = �LV�1 − cos �� , �12�

where �o denotes the equilibrium solid-vapor interface �the
molecularly thin film� and the final equality has introduced
Young’s equation �1� for the contact angle �. An equivalent
expression is �38�

�o�
0

1/�o

d
1

�
�SV��� = V��o� � �SV. �13�

These two results express the statistical thermodynamics for
quasistatically thinning a macroscopically thick film of ex-
cess liquid down to its equilibrium thickness.

FIG. 3. Disjoining potential 
�� /���3 /kBT for the same system
whose density profiles and interface potential are plotted in Figs. 1
and 2, respectively. The symbols were obtained from a direct cal-
culation of sum rule �10� using DFT. The straight lines are plotted
to guide the eye; note the approximate equal area construction �be-
tween the first zero in the disjoining pressure and the thick-film
limit� as is appropriate to a system lying close to a first-order wet-
ting transition. The full curve is the prediction of liquid-state as-
ymptotics fitted to the interface potential, i.e., minus the derivative
of the curve in Fig. 2.
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Figures 1–3 present data from the same functional at a
saturation temperature of about 80% of the liquid-vapor criti-
cal temperature Tc. In contrast, Fig. 4 shows the interface
potential of a system lying much closer to the triple point;
T /Tc=0.64 �39�. The symbols plotted in Fig. 4 are standard
DFT data obtained without imposing a crossing constraint
�thus the sum-rule route to the disjoining pressure is not
available here—except for thick films where the oscillatory
nature was confirmed directly�. At first sight, the overall
shape of the interface potential, which clearly lies very close
to a first-order wetting transition, appears to be of the same
form as Fig. 2. However, the observant reader will have no-
ticed the clear oscillations that modulate the basic shape; in
fact, in mean field at least this wetting transition can only be
described as pseudowetting �21�. To understand the origin of
this qualitative difference in the interface potential, which in
turn will influence the overall shape, we can turn to the
theory of liquid-state asymptotics �22,23�. One can argue that
all structural decay into a given bulk fluid, such as observed
in wall-fluid density profiles and the fluid radial-distribution
function, are controlled by the same set of correlation
lengths. These in turn must also control the asymptotic be-
havior of fluid mediated correlations, such as the solvation
force of a planar pore or, the case of direct interest here, the
disjoining pressure and interface potential of a planar film
�21�. Figure 5 shows the behavior of the largest correlation
lengths, along the entire liquid-vapor coexistence curve of
saturated liquid, that control the leading-order �asymptotic�
structure of a short-range model. The figure is quantitatively
accurate for the standard square-well model, but is qualita-
tively relevant to all short-range models of the liquid state.
The curve labeled 
 denotes the inverse bulk correlation
length defined by mean-field theory. Namely, the long-range

decay with distance z of any structural property contains a
pure exponential decay proportional to exp�−
z�. This class
of asymptotics dominates in the region of the liquid-vapor
critical point. In contrast, exponentially damped oscillatory
decay, familiar from typical radial-distribution functions or
wall-liquid density profiles, dominates at lower temperatures
and typically diverges somewhere around the true equilib-
rium transition to crystal. In Fig. 5, the line labeled 
osc

denotes the inverse decay length of this exponential damp-
ing. The wavelength of these decaying oscillations is, of
course, close to the repulsive molecular diameter of the
model, as evidenced in Fig. 4. Formally, these lengths are
defined by a pole analysis in the complex plane �at points
where the bulk liquid structure factor diverges�. Density-
functional theory automatically satisfies this asymptotic
theory; i.e., the numerical procedures calculate the appropri-
ate integrals over the direct correlation function as part of the
minimization procedure, whenever the density profile struc-
ture has reached an asymptotic �or even intermediate� region
of decay. For example, from analyzing the decay of the wall-
liquid profile in Fig. 1 one can read off the value of 
osc

appropriate to the cut and shifted 12-6 functional; 
osc

=0.87 at T /Tc=0.80. At this relatively high temperature, the
amplitude of these oscillations is too small to be observed in
the interface potential and is only just observable on the
liquid side of the liquid-vapor profile far from the interface.
Accordingly, one can extract the pure exponential decay

FIG. 4. Mean-field interface potential V�� /���2 /kBTc as a func-
tion of the thickness of adsorbed planar films � /�, for a system
lying close to a first-order wetting transition at bulk liquid-vapor
coexistence; from DFT of square-well fluid at a square-well wall
�here � denotes the repulsive core of the square wells�. The tem-
perature at which this first-order wetting transition is occurring is
T=0.64Tc, which is much lower than the system shown in Figs.
1–3. As a result, the long-range oscillatory decay is now apparent at
medium range, as a weak modulation of the interface potential. The
curve shows the prediction of liquid state asymptotics, fitted only to
the position and height of the maximum �leaving out the damped
oscillation which could be trivially added if desired�; 0.105 exp�
−0.56� /��−0.25 exp�−1.85� /��.

FIG. 5. Inverse correlation lengths from liquid state asymptot-
ics, for saturated liquid as a function of temperature along the
liquid-vapor coexistence curve. The data were generated from the
standard mean-field model of square-well fluid �the unit of length
for the ordinate is taken to be the repulsive core diameter of the
square well�, but the qualitative behavior is believed to be universal
for all short-range models. This asymptotics applies equally to the
radial distribution function of the liquid, the liquid tail of the vapor-
liquid profile, wall-liquid density profiles, or interface potentials
and disjoining pressures; see text. For example, the leading-order
decay of the density profile away from a planar wall is of the form
��z /��−�L=a exp�−
z /��+b exp�−
oscz /��cos�kz+��+h.o.t.,
where k lies close to 2� /�, � is a nonuniversal phase, and a and b
are nonuniversal amplitudes. The inverse decay lengths for
���z /��−�L�2 contributions are also plotted, since typically they are
well-separated from the plethora of higher-order terms needed to
define the shortest-range structure. In particular, note the long-range
nature of the 2
osc decay in the vicinity of the triple point. In
contrast, the 2
 pure monotonic decay is only of significance close
to the liquid-vapor critical point.
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length from the medium-range behavior of the liquid-vapor
profile; 
=1.42 at T /Tc=0.80. The crossover point 
=
osc

just below T /Tc=0.9 in Fig. 5, defines the intersection of the
Fisher-Widom line with the liquid-vapor coexistence curve
�22,23�. At temperatures above this value, the longest-range
decay into saturated liquid is pure monotonic, while below
this temperature it is damped oscillatory.

The curves labeled 2
osc and 2
 plotted in Fig. 5 are also
directly relevant to the shape of the interface potential. One
can regard the interface potential, or disjoining pressure, as
arising from the interference between the liquid structure that
is induced at either side of the adsorbed film, by the substrate
wall and by the liquid-vapor interface, respectively. Note that
asymptotic theory implies that these two components decay
with identical correlation lengths and �for the oscillatory
term� the same wavelength. Thus, one expects ����2 contri-
butions, with inverse decay lengths of 2
osc and 2
, to be
present in the interface potential and disjoining pressure. One
could envisage extending this series indefinitely, but for a
typical short-range model only those contributions plotted in
Fig. 5 are significantly separated from the higher-order be-
havior that controls the short-range structure to enable them
to be clearly separated out. In an important but not widely
appreciated contribution to our understanding of wetting,
Mikheev and Chernov have argued that near the triple point
the leading-order decay of an interface potential must be
given by the 2
osc contribution �18–20�. We can illustrate the
nature of this physics from Fig. 4 and 5. First, from Fig. 5 it
is obvious that near the triple point the pure exponential term
is much shorter-range �2
osc�
�. Then from Fig. 4 we can
appreciate that the linear oscillatory contribution �decay
length 
osc� can only modulate the overall structure of the
interface potential. Furthermore its amplitude is quite weak,
presumably reflecting the natural tendency of an oscillatory
contribution to be washed out by fluctuations �in fact, if
long-wavelength capillary-wave contributions were included
beyond mean-field DFT, then these oscillations would be of
negligible amplitude �21��. In contrast, the second-order term
is expected to be nonoscillatory �some average over the
squares of oscillations� and to be dominant at intermediate
range in the interface potential.

The above physics, extracted from analytic asymptotic
theory, demands a specific form for the intermediate and
long-range behavior of the interface potential �or disjoining
pressure�. In particular, at a first-order wetting transition the
long-range decay must be repulsive and the intermediate de-
cay �toward the thin-film minimum� must be attractive. Thus,
if we ignore the linear oscillatory modulation, the interface
potential in Fig. 4, corresponding to T /Tc=0.64, must be of
the form

V��� = b exp�− 2
osc�� − a exp�− 
�� + h.o.t., �14�

where a and b are positive amplitudes and “higher-order
terms” �h.o.t.� denotes the short-range structure that must be
present in the form of a positive repulsion to complete the
thin-film minimum. The physics implies that Eq. �14� should
dominate from less than a molecular diameter away from the
first minimum out until only the linear oscillatory term is
left. We can use the DFT data in Fig. 4 to directly confirm

this physics. In particular, we can insert the decay lengths as
plotted in Fig. 5 and determine the amplitudes a and b by
fixing the position and height of the maximum in the inter-
face potential. The solid curve plotted in Fig. 4 shows the
outcome of this analytic fit. The result is strong confirmation
that Eq. �14� captures the physics of a mean-field interface
potential, for temperatures sufficiently close to the triple
point. However, Fig. 5 implies that the significance of the
two terms controlling the interface potential will have
swapped over when the temperature has increased to T /Tc
=0.8. That is, the interface potential plotted in Fig. 2 must be
of the form

V��� = a exp�− 
�� − b exp�− 2
osc�� + h.o.t., �15�

where a and b are again defined to be positive. Inserting the
decay lengths for the cut and shifted 12-6 model, quoted
earlier, and evaluating the amplitudes by fitting just the po-
sition and height of the maximum, yields the full curve plot-
ted in Fig. 2. The negative derivative of this curve is plotted
in Fig. 3, to illustrate that analytic asymptotics is equally
useful in explaining the nature of the disjoining pressure ob-
tained directly from sum rule �10�. From Fig. 5 we can note
that it is only at temperatures above the Fisher-Widom point
around T /Tc=0.9 that the interface potential will be given by
the standard mean-field expression typically applied to wet-
ting phenomena of short-range models �16,17�,

V��� = a exp�− 
�� − c exp�− 2
�� + h.o.t. �16�

The explicit comparison between DFT and analytic
asymptotic theory, presented above, is a gratifying demon-
stration that one understands the physics of the mean-field
interface potential of wetting films. Since we also found that
the statistical mechanical definition of the disjoining pressure
is fully consistent with the statistical thermodynamics that
defines the interface potential, we can also claim to have
confirmed the physics of the disjoining pressure route to in-
terfacial wetting transitions. An important caveat is that the
Russian School can justly claim to have published the essen-
tials of this wetting physics as long ago as 1938. Notwith-
standing, we are still left with a variety of “loose ends,”
some of which are discussed in the final section below.

IV. DISCUSSION

This paper has used DFT and liquid-state asymptotics to
explore the underlying physics that determines mean-field
interface potentials and disjoining pressures of liquid films
adsorbed at planar walls. For such models, one can write
down the sum rule �10�, which identifies the exact disjoining
pressure as the ensemble-averaged force per unit area that
the wall imparts to the film molecules. This result could also
be expressed in terms of the normal component of the fluid
pressure tensor acting on the wall �essentially by Newton’s
third law�, which is in fact the identification on which DLP
founded their theory of thick film stability �10,11,32�. This
statistical mechanics generalizes beyond planar symmetry,
where the wall-fluid route is particularly powerful �the use of
pressure tensors beyond planar symmetry is fraught with dif-
ficulties�. In particular, the statistical thermodynamics of flu-
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ids adsorbed in a wedge �or at an edge� has been expressed in
terms of moments of the disjoining pressure as a function of
distance from the wedge �edge� apex �26–28�.

By applying liquid-state asymptotics to mean-field DFT,
we have observed that the qualitative structure of the inter-
face potential changes along the liquid-vapor coexistence
curve. There are three regimes of behavior. From the triple
point up to about half-way to the critical temperature, the
interface potential displays a relatively strong first-order wet-
ting transition, in which the barrier is dominated by a com-
petition between a positive medium-range exponential decay
with a correlation length 1/2
osc and a negative shorter-
range exponential contribution with correlation length 1/
.
This basic shape is modulated by a damped oscillatory term
�correlation length 1/
osc� that only dominates for very thick
films �pseudowetting� and beyond mean field would be es-
sentially washed out by capillary-wave fluctuations. The next
regime extends up to where the Fisher-Widom line crosses
liquid-vapor coexistence. The interface potential continues to
show first-order wetting, but now the medium-range decay is
a positive pure exponential decay and the 2
osc term kicks in
at shorter range to favor a molecularly thin film. Formally,
the linear damped-oscillatory term is still present at longest
range, but the amplitude is now so small as to be numerically
insignificant even in strict mean field. Only for temperatures
close to the critical point is the interface potential dominated
by the pure exponential decay terms �
 and 2
�. At first, in
this final regime, DFT continues to yield first-order wetting �
a and c are positive in Eq. �16��, but eventually before the
critical point is reached c changes sign at the wetting transi-
tion �now the wetting transition is continuous and occurs at
the temperature at which a=0�. To observe all of this behav-
ior with DFT, one simply needs to vary the strength of the
wall-fluid attraction �W to generate a wetting transition curve
in the T, �W plane �40�. The special point on this wetting
curve at which a=c=0 is the tricritical point where the wet-
ting transition changes from first-order to continuous. Locat-
ing the tricritical point numerically by trying to identify
where the first-order barrier in the interface potential be-
comes zero is not easy �41�. One can now see that part of the
problem is that the barriers at low and medium temperatures
belong to qualitatively different regimes, so that an attempt
at extrapolation from temperatures where the barrier is high
is problematic; see, for example, �33�.

The assiduous reader will be enquiring as to the nature of
the two crossover boundaries between the three regimes.
Both crossovers maintain the first-order nature of the wetting
transition and yet the amplitudes of the two competing terms
must change sign at the transition. This can only happen if
the amplitudes are formally infinite at the crossover points,
as worked out in detail by Aukrust and Hauge for a simpli-
fied model functional �41�. We can map the first crossover
point onto their analysis by considering the interface poten-
tial

V��� = a exp�− 
�� + b exp�− ��� + c exp�− 2
�� ,

�17�

where c is a finite positive amplitude �this final term repre-
sents all the shortest-range contributions to the interface po-

tential� and to maintain the shape appropriate to a first-order
wetting transition we must insist that for all states a and b
possess opposite signs. The crossover occurs at 
=�. The
conditions for first-order wetting can be taken to be V�0�
=0, V��0�=0, V���m�=0; the first two conditions simply set
the thin-film minimum to lie at the origin �=0 while �m
denotes the film thickness at the free-energy maximum �from
DFT, �m is around one or two molecular diameters�. Inserting
these three conditions into Eq. �17�, one obtains

a = −
c�2
 − ��


 − �
, b =

c



 − �
, �18�

V��m� = c exp�− 
�m��1 − exp�− 
�m��
�2
 − ��

�
. �19�

Note that at crossover, a and b change sign by passing si-
multaneously through infinity, from opposite directions, but
that the interface potential varies smoothly with an almost
imperceptible signature of the crossover. Namely, very close
to crossover, ��−
���1 is consistent with large values of �
and one might just be able to detect that the interface poten-
tial now decays at long range as c�
�−1�exp�−
��, rather
than a pure exponential. Close to a crossover boundary, one
cannot attach physical meaning to the amplitudes a and b
obtained by fitting DFT data for an interface potential to a
series of exponentials, rather at crossover all physical signifi-
cance is transfered to the short-range amplitude c. The decay
lengths are determined by liquid-state asymptotics, but the
amplitudes can only be obtained from the full functional.
Since the wetting transition curve constitutes a strong math-
ematical constraint on the relationship between the ampli-
tudes, one must not attach an overly physical meaning to
them.

The approach to complete wetting and continuous wetting
transitions of short-range models is qualitatively affected by
capillary-wave fluctuations in dimensions d�3. The stan-
dard approach to including long-wavelength fluctuations is to
extend the interface potential to include a square-gradient
term �whose coefficient is the liquid-vapor surface tension�
and then apply a renormalization-group method. At the upper
critical dimension d=3, linear renormalization �LRG� is suf-
ficient and is equivalent to first smearing �convoluting� V���
with a Gaussian and then applying standard mean-field
theory, apart from the strong fluctuation regime of critical
wetting �21,24�. There are two diverging correlation lengths
associated with continuous wetting transitions, for long-
wavelength capillary-wave correlations induced along the in-
terface and for their contribution to the interfacial roughness,
respectively,

��
2 � �LV/��2V̄���/��2��o

, �20�

��
2 �

kBT

2��LV
ln�����, d = 3, �21�

where V̄ denotes the renormalized interface potential, kB is
Boltzmann’s constant, and � is a short-wavelength cutoff �of
the order of the inverse of a molecular diameter�. The per-
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pendicular correlation length is the same length that controls
the extent of Gaussian renormalization. Thus, one can start
with the mean-field interface potential and apply a simple
Gaussian smearing to extract renormalized wetting phenom-
ena. To date, this physics has only been consistently carried
out in the high-temperature regime �16�; see the discussion in
Ref. �21�. The same Gaussian renormalization applies to the
mean-field density profile �42�. Thus, one could alternatively
apply linear renormalization directly to the statistical me-
chanical definition of the disjoining pressure �10�. The sin-
gular contribution to the disjoining pressure must be con-
tained within the quantity

�
0

�

dz��L − �̃�z;���vext��z�f�z� . �22�

Here, �̃�z ;�� denotes the liquid tail of the liquid-vapor pro-
file, interpolated to the substrate without distortion from the
substrate field and then renormalized by smearing with a
Gaussian. The function f�z� is a short-range damping func-
tion that is needed to take account of the direct effect of the
substrate field on the fluctuations; clearly, f�z� contains the
factor exp�−vext�z� /kBT�. For a short-range external field, it
is then clear that the singular part of the disjoining pressure
must be proportional to the difference between �̃�0� and its
limiting value �L at complete wetting. Let us denote this
difference as ��̃���, where the origin has been shifted to the
position of the liquid-vapor interface and so the substrate is
located a distance � away, inside the liquid tail of the liquid-
vapor profile. The renormalized asymptotics of the disjoining
pressure for a short-range model is therefore of the form


̄������̃��� �43�. That this precise class of renormalization
together with standard capillary-wave theory �20� and �21�
recovers LRG predictions for the nature of continuous wet-
ting transitions has been explicitly demonstrated elsewhere
�44,45�. This form is to be expected from mean-field liquid-
state asymptotics, since identical damped-oscillatory and
pure-exponential decay appear on the liquid side of the den-
sity profile of the liquid-vapor interface as found in the in-
terface potential of a wetting film of the same liquid �i.e.,
identical apart from amplitudes�. Linear renormalization pre-
serves this equivalence. In this context, it is interesting to
note that Mikheev and Weeks have shown that the statistical
mechanical sum rules that highlight the presence of
capillary-wave contributions can actually be rewritten as
pair-force correlations defined in terms of a fluctuating dis-
joining pressure �the instantaneous version of Eq. �10�� �29�.

Power-law interactions shift the upper critical dimension
for continuous transitions to lie below d=3 �46�, so that
mean-field DFT is then predicted to be qualitatively correct
for interfacial critical phenomena in the physical world �due
to the ubiquitous presence of dispersion interactions�. How-
ever, this is not the same mean-field theory presented in Sec.
III. The Russian School was fully aware of the relevance of
dispersion interactions to the thick-film regime of wetting
phenomena and interfacial density profiles. Frumkin includes
a derivation of the leading-order contribution of dispersion
interactions to the disjoining pressure �6�. One can confirm

this result directly from the statistical mechanical definition
�10�,


��� = − �
−�

�

dz���z;�� − ���z��vSR
ext��z�

+ 	��
�

�

dzvLR
ext��z� + h.o.t., �23�

=a����� − 	�vLR
ext��� + h.o.t. �24�

Here, the substrate field has been divided into a short-range
component plus long-range power-law terms. When the dis-
persion interactions between the substrate and the film are
integrated over the semi-infinite space occupied by substrate,
then vLR

ext��� is seen to be a power series with a leading-order
term varying as �−3 �ignoring retardation�. The short-range
substrate term in Eq. �24� dominates at the substrate wall, but
nevertheless generates an identical power series �apart from
amplitude a� because the long-range decay of the liquid tail
of the liquid-vapor interface toward saturated liquid is de-
fined by the same class of integral over power-law interac-
tions �in this case fluid-fluid interactions� �47�. The ampli-
tudes of the power-law terms in the interface potential have
been calculated analytically for standard models �48�. Of
course, Lifshitz theory, as derived by DLP �10,11�, is the
formally exact direct route to the dispersion interaction con-
tribution to the interface potential and hence disjoining pres-
sure. However, none of these approaches contains a recipe
for making a clear distinction between power-law contribu-
tions and the remainder of the mean-field interface potential.
In fact, DLP appear to highlight this dilemma by stating that
Frumkin’s seminal contribution is derived “without explicitly
distinguishing between a�d�sorptive and wetting films” �10�.
There appear to have been two contrasting responses to this
dilemma among the wider community. In materials and col-
loid science, the usual approach is to apply Lifshitz theory
down to molecular dimensions, thereby subsuming short-
range interactions into effective Hamaker constants, in direct
violation of the instructions supplied by the originators of the
theory. The other response is to follow the Russian School
and restrict Lifshitz theory to the description of mesoscopi-
cally thick wetting films only �49�. Let us now consider these
two approaches in turn.

The main difficulty with the first approach is that one is
lost when trying to identify a short-range interaction contri-
bution to the interface potential, i.e., the analogues of Figs. 2
and 4. The distinction between contributions to long-range
�power-law� and short-range �exponential� terms is irretriev-
ably blurred. Ideally, one would like to be able to apply
asymptotic theory and identify two distinct sets of terms to
include in the interface potential. However, deep mathemati-
cal problems arise at the outset. In particular, the presence of
a power-law interaction, no matter how weak, qualitatively
alters Fig. 5 by completely removing pure exponential decay
�there is no pole on the imaginary axis in the presence of a
power-law interaction �50��. In contrast, the damped oscilla-
tory decay is almost unaffected by the presence of power-law
interactions, for physically relevant values of the Hamaker
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constants. Thus, one might conclude that the class of inter-
face potential that applies in the physical world is of the form
�cf. �50��

V��� = a�−2 + b�−3 + c exp�− 2
osc�� + h.o.t. �25�

The main caveat with this interfacial potential is its applica-
bility to the near-critical region, where in the absence of
power-law interactions the asymptotics arises from a diverg-
ing correlation length 
−1, even in mean field.

The alternative approach is to follow the advice of DLP
and accept that power-law interactions break down below
some mesoscopic range, via a mechanism that has still not
been quantified to date. Even the language appears unhelp-
fully mysterious. Some would restrict “dispersion interac-
tions” to fluctuations in the quantum electrodynamics of
macroscopic amounts of matter. The Russian School prefers
the title “van der Waals forces,” but the “short-range” inter-
molecular attractions of a cut and shifted 12-6 model of mo-
lecular matter do not sit easily with the restriction to meso-
scopic length scales �51�. Interestingly, the clear view of
DLP as to the length scale at which dispersion interactions
influence the interface potential is supported by modern ex-
periments on the wetting of water by simple oils �remember
that water hates oil but not vice versa�. Adsorption isotherms
have been measured that display two-stage wetting; at some
temperature, the system leaves the usual partial wetting re-
gime by forming a thick but not macroscopic film of ad-
sorbed oil. At a higher temperature, the oil film then under-
goes a continuous transition to complete wetting �52�.
Furthermore, this final transition coincides with the leading-
order Hamaker constant passing through zero; cf. Eq. �25�.

Frumkin himself reports early experimental data that are ten-
tatively identified with the first stage of this scenario: �i�
oleic acid electrolyte solutions on mercury and �ii� methyl
alcohol on charcoal �6�. In this approach, one might hope to
be able to understand wetting phenomena via a complete
separation of length scales. The power-law interactions could
then only influence wetting at mesoscopic thicknesses and
short-range models would be sufficient to extract the wetting
behavior of molecularly thin films.

In summary, Frumkin-Derjaguin theory and its more or
less independent rediscovery 40 years later constitute a pow-
erful theory of interfacial wetting phenomena that has been
convincingly confirmed by modern DFT. A variety of length
scales control different aspects of the physics of wetting,
which when combined with fluctuations create such a com-
plex set of phenomena that significant areas remain unex-
plored to date. Ironically, the one regime believed to repre-
sent the physical world, whose study was the focus of the
Russian School, is perhaps the least understood. Essentially,
how can one include dispersion interactions without losing
control over the short-range contributions that should domi-
nate wetting by molecularly thin films?
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